
FAM: Relative Flatness Aware Minimization

Relative Flatness
Taylor approximation on feature robustness derives a 
reparameterization-invariant flatness measure using the weights 
of one chosen layer

where

Comparing Flatness Measures (CIFAR-10)
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Relative Flatness Aware Minimization

Evaluation
Image Classification Datasets

Skull Reconstruction Problem

Natural Language Processing Task
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For a training set    and a differentiable loss function                the regularized objective is

for selected layer    .

The overall complexity of computing the regularizer is in                            , where           is 

dimensionality of the layer    selected for regularization, i.e.,                    .

• Relative flatness: the further away from origin, the flatter minimum must be for 

same generalization. For symmetries, this can be empirically observed.

• Good generalization can be achieved by regularizing the geometry of the minimum

• Regularizing via relative flatness provides generalization bound

Loss and width of minimum 
(estimated variance via SWAG) vs. 
distance to origin (weights norm)
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